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 a b s t r a c t

Sea Surface Temperature (SST) is a key variable in Earth’s climate system. However, elements like cloud cover, 
aerosols, and sun glint cause substantial gaps in global daily SST products. To address this issue, this paper de-
velops a deep spatio-temporal fusion model to reconstruct seamless global daily SST products (SGD-SST) from 
data collected by the Visible Infrared Imaging Radiometer Suite (VIIRS) on the Suomi National Polar-Orbiting 
Partnership (SNPP) Satellite. Using 9 km spatial resolution SST data from 2013 to 2024, the model generates 
continuous global daily SST products. In the validation experiments, this work employs three validation ap-
proaches: in-situ validation, time-series validation, and a comparison with interpolation method. The validation 
results demonstrate that SGD-SST products exhibit high consistency with in-situ data, with a correlation coeffi-
cient of 0.991 and a mean absolute error of 0.685. Additionally, the reconstructed missing values closely align 
with the original valid values in the time-series validation. Compared to interpolation method, the proposed 
method demonstrates better spatial continuity and reconstructing accuracy. SGD-SST products are available at 
https://zenodo.org/records/14064951 and https://zenodo.org/ records/14038504.

1.  Introduction

Sea surface temperature (SST) is a critical variable in the Earth’s 
climate system. It plays a crucial role in the interactions between the 
ocean and the atmosphere (Minnett et al., 2019; Pan et al., 2024). There-
fore, accurate SST data is crucial for climate monitoring, weather pre-
diction, and marine biological research (Alerskans et al., 2022; Brasnett 
& Colan, 2016; Xiao et al., 2019). SST observational data could be cat-
egorized into two types: the first type includes in-situ SST data based 
on ships, drifting buoys and moored buoys, such as the Argo buoy net-
work dataset, in-situ sea surface temperature quality monitor (iQuam) 
dataset, and the International Comprehensive Ocean-Atmosphere Data 
Set (ICOADS) dataset (Woodruff et al., 2005; Yang et al., 2022). The 
second type is consist of SST products derived from remote sensing 
satellites. Satellite-derived SST products include those from the Visi-
ble Infrared Imaging Radiometer Suite (VIIRS) on the Suomi National 
Polar-Orbiting Partnership (SNPP) satellite, the Moderate Resolution 
Imaging Spectroradiometer (MODIS) on NASA’s Terra and Aqua satel-
lites, and the Advanced Very High Resolution Radiometer (AVHRR) on 
NOAA’s Polar-Orbiting Environmental Satellites (POES), among others. 
(Kilpatrick et al., 2015; Reynolds et al., 2007).

Generally, these two types of SST data both have distinct advan-
tages and limitations. In-situ observation data, which directly measures 
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oceanic environmental variables, is typically more accurate and used 
for the calibration and validation of SST (Kennedy, 2014). However, in-
situ data is usually unevenly distributed and sparse on the global scale. 
It is particularly serious in remote and polar regions, where there is 
a lack of spatial coverage. Moreover, in-situ data requires collection 
using temperature instruments on specific platforms (such as ships or 
buoys), which needs high labor, time, and financial costs. In contrast, 
SST products derived from remote sensing satellites provide global spa-
tial coverage and high-frequency observations. These products can offer 
long-term time-series data for SST and other climate variables, address-
ing the limitations of in-situ SST data on spatial coverage and temporal 
continuity (Lynn & Svejkovsky, 1984).

However, SST of optical remote sensing satellites are frequently miss-
ing by large gaps, primarily due to the cloud cover, aerosols and sun 
glint effects (Fanelli et al., 2024; Zhang et al., 2021c). Firstly, optical 
remote sensing satellites are always affected by cloud cover, resulting 
in substantial gaps in SST products at cloud-covered areas, which pre-
vents the acquisition of complete SST data (Kabir et al., 2022; Zhang 
et al., 2020, 1996). Secondly, aerosols could disrupt the radiation sig-
nals received by satellite radiometers, leading to larger errors in the 
observation results. As a result, in regions with high aerosol concen-
trations, the quality of satellite data is usually poor. Even valid data 
may be missing (Nalli & Stowe, 2002). Finally, the sun glint effect is

https://doi.org/10.1016/j.eswa.2025.128703
Received 5 December 2024; Received in revised form 17 June 2025; Accepted 19 June 2025

Expert Systems With Applications 293 (2025) 128703 

Available online 23 June 2025 
0957-4174/© 2025 Elsevier Ltd. All rights are reserved, including those for text and data mining, AI training, and similar technologies. 

https://www.elsevier.com/locate/eswa
https://www.elsevier.com/locate/eswa
https://orcid.org/0009-0003-8441-8470
https://orcid.org/0000-0002-7116-9327

$1^{\circ }$


$1^{\circ }\times 1^{\circ }$


$\mu $


$\mu $


$\mu $


$\mu $


$\mu $


$\mu $


$10{\times }6$


$2{\times }2$


$2160{\times }4320$


$40{\times }40$


\begin {align}\mathcal {L}_{\text {rec}} = \frac {1}{2N} \left \lVert (1 - M_T) \odot (SST_{\text {rec}} - SST_{\text {ori}}) \right \rVert ^2_2 \label {Xeqn1-1}\end {align}


\begin {align}\mathcal {L}_{\text {smo}} = \frac {1}{2N} \left \lVert (1 - M_T) \odot (SST_{\text {rec}} - SST_{\text {month}}) \right \rVert ^2_2 \label {Xeqn2-2}\end {align}


$N$


${M}_{T}$


$SS{{T}_{rec}}$


$SS{{T}_{ori}}$


$SS{{T}_{month}}$


${\mathcal {L}}_{rec}$


${\mathcal {L}}_{smo}$


\begin {align}{{\mathcal {L}}_{\text {total}}}={{\mathcal {L}}_{\text {rec}}}+\omega {{\mathcal {L}}_{\text {smo}}} \label {Xeqn3-3}\end {align}


$\omega $


${\mathcal {L}}_{rec}$


${\mathcal {L}}_{smo}$


$2160{\times }4320$


$2160{\times }1080$


\begin {align}\sigma =\sqrt {\frac {1}{N}\sum _{i=1}^{N}(x_{i}-\bar {y})^{2}} \label {eq:sd}\end {align}


\begin {align}RMSE = \sqrt {\frac {1}{N}\sum _{i=1}^{N}(x_{i}-y_{i})^{2}} \label {eq:RMSE}\end {align}


\begin {align}MAE = \frac {1}{N}\sum _{i=1}^{N}|x_{i}-y_{i}| \label {eq:MAE}\end {align}


\begin {align}CC = \frac {\sum _{i=1}^{N}(x_{i}-\bar {x})(y_{i}-\bar {y})} {\sqrt {\sum _{i=1}^{N}(x_{i}-\bar {x})^2}\sqrt {\sum _{i=1}^{N}(y_{i}-\bar {y})^2}} \label {eq:r}\end {align}


$N$


$x$


$y$


$\log _{10}$


$1.71^{\circ }$


$107.96^{\circ }$


$34.88^{\circ }$


$116.88^{\circ }$


$55.71^{\circ }$


$62.63^{\circ }$

https://zenodo.org/records/14064951
https://zenodo.org/records/14038504
https://zenodo.org/records/14038504
mailto:qzhang95@dlmu.edu.cn
https://doi.org/10.1016/j.eswa.2025.128703
https://doi.org/10.1016/j.eswa.2025.128703


Q. Wang et al.

another important factor contributing to the missing SST data. Espe-
cially in high-latitude and polar regions, the reflection of sun glint could 
interfere with satellite radiometric measurements, resulting in errors 
and data loss. Consequently, the satellite-derived SST products are al-
ways incomplete with large areas of missing data (Barton, 1995; Zhang 
et al., 2022).

Directly using these incomplete satellite-derived SST products would 
significantly impact subsequent applications. In other words, the in-
tegrity of SST data directly affects the effectiveness and reliability of 
global climate monitoring, accurate weather forecasting, and marine bi-
ological research. Therefore, addressing the issue of missing information 
in SST products is a critical step before applying these products to sub-
sequent fields.

To date, researchers have both domestically and internationally pro-
posed various methods for reconstructing SST products. Most of the 
existing methods are statistical model-based approaches grounded in 
physical mechanisms (Aparna et al., 2018; Zhang et al., 2024). These 
methods mainly rely on existing SST observation data, using statistical 
methods and mathematical models to predict or reconstruct SST data. 
For example, Carton and Giese (2008) proposed the Simple Ocean Data 
Assimilation (SODA) method, which utilizes hydrographic profile data, 
ocean station data, and moored temperature and salinity observations. 
This method corrects the final results by assimilating the differences be-
tween the observed data and the numerical model predictions. Huang 
et al. (2017) developed the Extended Reconstructed Sea Surface Tem-
perature, Version 5 (ERSST v5) products. These products utilize observa-
tional data from ships, buoys, and sea ice concentration to construct the 
Empirical Orthogonal Function (EOF) method (Hannachi et al., 2007). 
Through EOF analysis, it extracts the primary spatial and temporal vari-
ability patterns, thereby filling gaps in SST data and improving the con-
sistency and accuracy of SST data. Additionally, Huang et al. (2021) 
presented the Daily Optimal Interpolation Sea Surface Temperature Ver-
sion 2.0 dataset (DOISST v2.0), which is a blended dataset from ships, 
buoys and AVHRR satellite SST. This dataset employs an optimal inter-
polation method, combining data from different temporal and spatial 
scales to fill gaps in SST data.

However, traditional statistical model-based methods typically rely 
on long-term historical observational data (Kidson & Thompson, 1998). 
While these methods provide important SST information for ocean sci-
ence, they also have several limitations (Ding et al., 2016). Traditional 
statistical methods usually use monthly averaged or seasonal SST data 
for analysis. This leads to a noticeable lag in capturing short-term fluc-
tuations or extreme weather events. For example, monthly-scale recon-
structed SST data usually fails to reflect daily oceanic thermodynamic 
fluctuations and the rapid interactions between the ocean and atmo-
sphere (Haustein et al., 2016; Laurindo et al., 2022). Therefore, tradi-
tional methods exhibit poor adaptability in applications that demand 
high temporal resolution, such as daily or hourly data. Moreover, many 
traditional reconstruction methods employ low spatial resolution (such 
as 1◦ × 1◦ or lower) SST data, which restricts their capacity for detailed 
analysis in localized marine areas (Banzon et al., 2014; Minobe & Maeda, 
2005; Reynolds et al., 2007). In fields that require high spatial resolu-
tion, such as marine ecosystems, climate change monitoring, and po-
lar research, traditional methods usually fail to provide sufficient de-
tail, thereby impacting decision support and scientific research (Dickey 
et al., 2006; Hurwitz et al., 2012; Kumar et al., 2024; Oliveira e Silva 

et al., 2022). Furthermore, the validation of reconstructed SST matched 
with in-situ data has not been fully demonstrated, making it difficult to 
ensure the accuracy and precision of the reconstructed SST.

To address these issues and limitations, this study firstly develops a 
deep spatio-temporal fusion model for the reconstruction of missing data 
in SST products. Next, based on this model, seamless global daily SST 
(SGD-SST) SNPP-VIIRS products for the period from 2013 to 2024 are 
generated. Finally, several validation strategies are employed to demon-
strate the effectiveness and robustness of SGD-SST products. The main 
contributions are summarized as follows:

• A deep spatio-temporal fusion model is developed for the reconstruc-
tion of missing data in SST products. The model simultaneously con-
siders both spatial and temporal information, incorporates the lo-
cal attention mechanism through gated convolutions, and utilizes 
monthly average SST data to suppress the generation of anomalous 
values. These strategies effectively enhance the accuracy and relia-
bility of SST reconstruction.

• Seamless global daily SST SNPP-VIIRS products (named SGD-SST) 
for the period from 2013 to 2024 are generated. These products 
include both the original and reconstructed SST data, enabling re-
fined and comprehensive SST monitoring and analysis. SGD-SST 
products are available at https://zenodo.org/records/14064951 and 
https://zenodo.org/records/14038504.

• Various validation strategies are used to demonstrate the effective-
ness and robustness of SGD-SST products. The validation strategies 
include in-situ validation, time-series validation, and a comparison 
with interpolation method. The validation and comparison results 
show that SGD-SST products behave with high accuracy, reliability 
and robustness.

The remainder of this paper is organized as follows. Section 2 intro-
duces the used data. Section 3 describes the reconstruction and valida-
tion methods. Section 4 presents the experimental results and validation 
comparisons. Section 5 concludes with a summary and outlook.

2.  Data

2.1.  SNPP-VIIRS SST Products

The SNPP satellite, equipped with the VIIRS sensor, was launched 
on October 28, 2011, and became operational in 2013. The VIIRS sen-
sor represents a new era in medium-resolution imaging. It inherits the 
sensor technologies of AVHRR and MODIS, enabling the acquisition of 
high-quality global observation data, which could then be used to re-
trieval SST data (Minnett et al., 2014). This sensor addresses the lim-
itations of the aging MODIS sensor and the limited record time of the 
AVHRR sensor. The SNPP-VIIRS sensor provides global coverage obser-
vation data twice a day, once in the morning and once in the afternoon. 
It has 22 bands, with a wavelength range from 0.4 to 12.5𝜇m, including 
5 visible bands and 17 medium-resolution bands. The spatial resolution 
of these bands is approximately 375m and 750m, respectively (Eplee 
et al., 2015; Liang & Ignatov, 2013). A detailed comparison of the key 
parameters of VIIRS, MODIS, and AVHRR sensors is provided in Table 1. 
This table highlights the advancements of VIIRS in terms of spatial res-
olution, swath width, cloud detection capabilities, and calibration sys-
tems, as well as its role in ensuring data continuity from earlier sensors.

Table 1 
Comparison of VIIRS, MODIS, and AVHRR parameters.
 Parameter  VIIRS  MODIS  AVHRR
 Native resolution  375m (I-bands), 750m (M-bands)  1 km  1.1 km
 Swath width  3000 km  2330 km  2900 km
 Cloud detection bands  5 (including 0.67𝜇m, 0.87𝜇m)  3  2
 Calibration system  Solar diffuser + black body  Solar diffuser + black body  Black body
 Data continuity  2012-Present  2000-Present  1981-Present
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Fig. 1. The gaps and coverage rate of SNPP-VIIRS global daily SST products.

Fig. 2. In-situ data distribution of iQuam system (November 2024).

To ensure data quality, the SNPP-VIIRS uses 5 medium-resolution 
bands for cloud masking and SST retrieval, covering the wavelengths 
of 0.67𝜇m, 0.87𝜇m, 3.7𝜇m, 10.7𝜇m, and 12.0𝜇m. SST data process-
ing and validation are carried out by NAVO, and the retrieval algorithm 
employs an improved version of the Non-Linear SST (NLSST) algorithm. 
This algorithm has been successfully applied for MODIS and AVHRR 
data. During the data processing, the algorithm processes each ‘target 
array’, which is a small 10×6 pixel window. Cloud masking and SST 
retrieval are performed within a 2×2 pixel unit array, ensuring the ac-
curacy and reliability of the results (Hillger et al., 2014; Merchant et al., 
2008; Miller et al., 2013)

Our study uses the level-3 SNPP-VIIRS global daily SST products, 
produced and archived by the Ocean Biology Processing Group, with a 
spatial resolution of 9 km. The products are available at https://ocean-
color.gsfc.nasa .gov/l3/order/. However, the products suffer from seri-
ous gaps. These gaps are especially pronounced in high-latitude regions 
with sea ice coverage. As shown in Fig. 1, the average coverage of the 
global SST products in 2022 is only 31.75%.

2.2.  Global in-situ SST data

The in-situ SST Quality Monitor (iQuam) system records SST data 
from observational stations. This system is designed to minimize equip-
ment errors and environmental influences, employing stringent quality 
assessment standards to examine the temporal and spatial consistency, 
continuity, and stability of the data. In addition, the iQuam system also 
features real-time SST monitoring and evaluation capabilities, allow-
ing timely feedback on the quality status of SST data. This ensures the 
integrity and reliability of the dataset (Sukresno et al., 2021; Zhang 
& Ignatov, 2021). These functionalities ensure that the iQuam system

provides high-precision and high-reliability SST data. For example, Tu 
et al. (2015) validated the reliability of the SST products derived from 
the SNPP-VIIRS via iQuam in-situ data.

As shown in Fig. 2, the SST data from the iQuam system includes ob-
servational data from multiple sources, such as Argo, Drifter, T-Mooring, 
and Ship. In-situ data is monthly stored, from September 1981 to the 
present, with the latest files continuously updated. The data quality is 
marked by the “quality level” field: 0-2 indicates the unusable data, 
while 3-5 represents low, acceptable and best quality, respectively (Xu 
& Ignatov, 2014; Zhang et al., 2021a).

This study uses global in-situ SST data with a quality level 
of 5, provided by the iQuam system. This data is used to vali-
date the accuracy and reliability of the reconstructed SST products. 
The in-situ data could be downloaded from https://www.star.nes-
dis.noaa.gov/socd/sst/iquam/data.html.

3.  Methodology

3.1.  Reconstruction method

The flowchart of the reconstruction method in this study is depicted 
in Fig. 3. The reconstruction method consists of four steps. Firstly, per-
forming data preprocessing on the missing SST products to construct 
the sample dataset. Secondly, constructing the deep spatio-temporal fu-
sion model for the seamless reconstruction of global daily SST products. 
Thirdly, training and optimizing the deep spatio-temporal fusion model 
according to the corresponding loss function strategy. Finally, generate 
the SGD-SST products for the period 2013–2024. The detailed descrip-
tions are given as follows.
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Fig. 3. Flowchart of the reconstruction method.

3.1.1.  Sample dataset construction
The 9 km spatial resolution SST data from SNPP-VIIRS has the size 

of 2160×4320. The original data needs to be divided into small patches. 
Then, the corresponding labels and samples are selected to construct the 
sample dataset. The distribution of SST data exhibits significant seasonal 
variations (i.e., spring, summer, autumn and winter). Therefore, to en-
sure the comprehensive seasonal distribution of the samples, we select 
SST data from the year 2021. To improve model stability and conver-
gence, we normalize the SST data to the range [0, 1] based on their 
minimum and maximum values. In this section, we select local patches 
with a spatial size of 40×40 and perform the global traversal of the orig-
inal SST data at date T. We then calculate the number of land pixels and 
ocean pixels within each local patch. Then, we select local patches that 
contain only ocean pixels and have a missing rate of ocean pixels less 
than 10% for the four preceding and four following days as labels. We 
then assign these selected local patches to a 3D spatio-temporal group, 
based on the corresponding ocean masks for the time range from date 
T-4 to T+4. After determining the labels, we apply the simulated masks 
to the local patches at date T to obtain simulated missing data, thus 
creating data pairs (Zhang et al., 2021b).

This study selects 8250 spatial masks from the global SNPP-VIIRS 
SST products for the period 2013-2024. These masks are used as simula-
tion masks. We set the missing data rate for these masks within the range 
of [0.3, 0.8]. These masks randomly apply to selected local patches, sim-
ulating the complete patches with date T (label) as an incomplete lo-
cal patch (data). Meanwhile, the corresponding spatio-temporal three-
dimensional mask is simultaneously updated. The above process col-
lects a total of 36,549 sample patches to construct the sample dataset. 
It provides training data for the subsequent deep spatio-temporal fusion 
model, and boosts the model’s robustness for various missing types in 
SST data.

3.1.2.  Deep spatio-temporal fusion model
As shown in Fig. 3, this work presents a deep spatio-temporal fusion 

model. The model simultaneously considers spatial and temporal infor-
mation, incorporating the local attention mechanism through gated con-
volution. In addition to the conventional convolution layers, the model 
also includes down-sampling, up-sampling, and local attention units im-
plemented through gated convolutions.

The deep spatio-temporal fusion model uses continuous SST data 
from date T-4 to T+4 days and their corresponding masks as input in 
Fig. 3. During the reconstruction process, the model leverages both the 
spatial and temporal information of the SST. Generally, in the spatial 
dimension, adjacent areas of SST data exhibit high spatial consistency. 
In the temporal dimension, SST data at the same location typically show 

the high temporal correlation. It also means that, over short periods, the 
SST variation at the same location remains relatively stable. It is highly 
correlated with the temperature values at adjacent times. By combining 
spatial and temporal information, this work allows the model to more 
effectively reconstruct and predict changes in SST. In other words, the 
deep spatio-temporal fusion model exploits the spatial consistency and 
temporal correlation of SST data. This improves the accuracy and sta-
bility of the reconstruction results.

In Fig. 3, the deep spatio-temporal fusion model utilizes up-sampling 
and down-sampling operations to extract and fuse spatial and temporal 
features at different resolutions. Down-sampling reduces the data di-
mensions to extract global features. Up-sampling restores the data to its 
original resolution, ensuring the preservation of detailed information. 
Specifically, the down-sampling operation captures broader contextual 
information by lowering the data resolution. Subsequently, the up-
sampling operation enables the model to reconstruct details at high res-
olution. In addition, the gated convolution in the deep spatio-temporal 
fusion model splits the feature map into two parts. One part is mod-
ified through the activation function. The other part generates gating 
weights using the sigmoid function. The two parts are then multiplied 
together (Ouyang et al., 2021; Zhan et al., 2024). This mechanism al-
lows the model to focus on key areas, thereby improving the accuracy 
and reliability of the reconstruction SST data.

In summary, this work proposes a deep spatio-temporal fusion 
model. It effectively captures the spatial and temporal features of SST. 
Additionally, the model could flexibly adjust its focus regions during 
the reconstruction process. This improves the overall performance of 
the model. The combination of multi-scale feature extraction and local 
attention mechanism enable the model more efficiently and accurately 
to process SST data in complex environments.

3.1.3.  Model training and optimization
After constructing the deep spatio-temporal fusion model, it is neces-

sary to train and optimize the model. By observing the spatio-temporal 
distribution of global daily SST data from SNPP-VIIRS, it is uncommon 
to find consecutive days of missing data in the same regions. Espe-
cially in high-latitude areas covered by sea ice, SST data usually shows 
large gaps. In contrast, as shown in Fig. 4, the coverage of SNPP-VIIRS 
monthly average SST data is higher, with fewer missing areas and higher 
spatial consistency. Since the monthly average SST data usually does not 
differ much from the daily data within the same month, this work se-
lects the monthly average data. Then this data is utilized to construct the 
additional loss function. It could suppress the generation of anomalous 
SST values, during the model training and optimization process.
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Fig. 4. SNPP-VIIRS Monthly average SST Data (August 2021).

The loss function used for model training and optimization is given 
in the following equations: 

rec =
1
2𝑁

‖

‖

(1 −𝑀𝑇 )⊙ (𝑆𝑆𝑇rec − 𝑆𝑆𝑇ori)‖‖
2
2 (1)

smo =
1
2𝑁

‖

‖

(1 −𝑀𝑇 )⊙ (𝑆𝑆𝑇rec − 𝑆𝑆𝑇month)‖‖
2
2 (2)

where 𝑁 represents the number of samples. 𝑀𝑇  stands for the mask of 
the SST data for date T. 𝑆𝑆𝑇𝑟𝑒𝑐 and 𝑆𝑆𝑇𝑜𝑟𝑖 are denoted as the recon-
structed SST patch and the original seamless SST patch, respectively. 
𝑆𝑆𝑇𝑚𝑜𝑛𝑡ℎ represents the monthly average SST patch. The total loss func-
tion of the deep spatio-temporal fusion model combines the reconstruc-
tion loss function 𝑟𝑒𝑐 and the smoothness loss function 𝑠𝑚𝑜, as below: 
total = rec + 𝜔smo (3)

In the reconstruction loss function, the model evaluates the differ-
ence between the reconstructed SST data and the label. This allows 
model to gradually approximate the real data, enabling global-scale SST 
reconstruction. In the smoothing loss function, the monthly average SST 
data are used to suppress the anomalous SST values. Both the two loss 
functions estimate the errors just for missing regions. It allows the deep 
fusion model to focus on reconstructing the missing data. The weight 
factor 𝜔 in the total loss function to balance 𝑟𝑒𝑐 and 𝑠𝑚𝑜, is fixed at 
0.1. To validate the effectiveness of the smoothing loss, we conduct an 
ablation study comparing the model’s performance with and without 
this component. The results are summarized in Table 2.

The Adam algorithm is employed as the gradient descent strategy 
during model training and optimization. The batch size used for network 
training in the model is fixed at 128, with a total of 1000 epochs and an 
initial learning rate of 0.001. We decrease the learning rate by a decay 
factor of 0.5 every 100 epochs. To improve computational efficiency, 
we process the global SST data (2160×4320) in blocks, with each block 
sized 2160×1080. This strategy reduces computational complexity and 

fully utilizes the parallel computing capabilities of hardware resources. 
Experimental results show that the model can reconstruct one day of 
SST data in 4.13 s and one year of SST data in approximately 50min, 
demonstrating its suitability for real-time processing of large-scale ma-
rine data. For software, The proposed model utilizes the deep learning 
framework PyTorch. For hardware, it relies on the NVIDIA RTX 4090 
GPU, i9-12900K CPU, and 64 GB RAM.

3.2.  Validation method

To further validate the accuracy and effectiveness of the SGD-SST 
products, we employ the three following validation methods:

a) In-situ validation: The in-situ data from the iQuam system is used as 
the ground truth for SST, to validate the reconstructed SST data.

b) Temporal validation: From the temporal dimension, we evaluate 
whether the temporal continuity of the reconstructed SST data is 
consistent with that of the original SST data.

c) A comparison with interpolation method: We compare the SGD-SST 
products with the traditional interpolation method, thereby validat-
ing the effectiveness of the proposed model.

It is worth noting that the in-situ validation employs a site-product 
spatio-temporal matching method, to assess the accuracy of the recon-
structed SST data. This study uses SST in-situ data with a quality level of 
5 provided by the iQuam system, covering all types of in-situ data. The 
specific process of the site-product spatio-temporal matching method is 
descripted as follows:

In terms of the time dimension, since the in-situ data provided by 
iQuam is archived as a monthly basis, the first step is to divide it into 
daily SST data. Next, considering that the overpass time of the SNPP 
satellite is 13:30 local time, the iQuam in-situ data from the time win-
dow of 12:30–14:30, is selected as the matching dataset. This ensures 

Table 2 
Ablation study on the effect of smoothing loss.
 Metric  With smoothing loss  Without smoothing loss  Relative change
 Matched points (Mean)  3,943  3,943  –
 SD (Mean)  0.945  1.073 ↓11.9%
 RMSE (Mean)  1.031  1.101 ↓6.4%
 MAE (Mean)  0.670  0.686 ↓2.3%
 R (Mean)  0.992  0.991 ↑0.1%

Expert Systems With Applications 293 (2025) 128703 

5 



Q. Wang et al.

that the SST in-situ data is temporally aligned with the reconstructed 
products. Finally, invalid values in the satellite-reconstructed SST need 
to be removed. This process does not account for missing SST data 
caused by land, and only valid data from the ocean areas is retained.

In the spatial dimension, we use the iQuam in-situ data as the center 
and employ a KD-tree for fast searching (Hou et al., 2018). This method 
combines with the Haversine formula to calculate the geographic dis-
tance (McDougall et al., 2012). The spatial resolution of the SNPP-VIIRS 
SST data is 9-km, so a radius of 4.5-km is utilized as the matching spa-
tial range. This strategy effectively ensures that the matching points fall 
within a single pixel, thereby improving the accuracy and representa-
tiveness of the matching data between the in-situ data and the recon-
structed products (Xiao et al., 2014).

4.  Experimental results and validation

In this section, we present the experimental results and rele-
vant validation to demonstrate the effectiveness of SGD-SST prod-
ucts from January 1, 2013 to November 2, 2024. These SGD-SST 
products are stored in NetCDF4 format. The products could be 
downloaded at https://zenodo.org/records/ 14064951 and https://zen-
odo.org/records/14038504.

In the experiments of this section, the performance is evaluated with 
standard deviation (SD, in Eq. (4)), root mean square error (RMSE, in 
Eq. (5)), mean absolute error (MAE, in Eq. (6)), and correlation coeffi-
cient CC (in Eq. (7)). These evaluation indexes are given as follows: 
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√

√

√

√
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𝑁

𝑁
∑

𝑖=1
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(7)

where 𝑁 represents the number of samples. 𝑥 denotes the satellite 
SST values. 𝑦 refers to the in-situ SST values. The site-product spatio-
temporal matching method described in Section 3.2 is employed to com-
pare the accuracy of the reconstructed SST products with the original 
SST products.

As listed in Table 3, the average number of matching points (Num), 
CC, RMSE, and MAE for the original SST and SGD-SST products from 
2013 to 2023 are 502,091 (1,255,865), 0.993 (0.991), 0.779 (1.073), 
and 0.526 (0.685), respectively. While the differences in CC, RMSE, and 
MAE between the original SST and SGD-SST products may seem minor 
at first glance, a closer examination reveals the underlying reasons.

Constrained by satellite observation conditions, the validation data 
of the original SST comprises 502,091 validation sites predominantly 
situated in cloud-free low-to-mid-latitude regions with optimal observa-
tion conditions. In these areas, sea surface temperature (SST) changes 

Table 3 
In-situ validation evaluation indexes for the original 
SST and SGD-SST products from 2013 to 2023.

SST Products  Evaluation index
 Num  CC  RMSE  MAE

 Original SST  502091  0.993  0.779  0.526
 SGD-SST  1255865  0.991  1.073  0.685

gently, and observational noise is minimal, resulting in small devia-
tions between in-situ measurements and reference values, which leads to 
lower RMSE and MAE values. In contrast, the SGD-SST model, designed 
to fill the observational gaps in the original data, expands the valida-
tion scope to high-latitude regions and complex areas with significant 
SST gradients, increasing the number of validation sites to 1,255,865. 
The intense spatio-temporal variations of SST in these newly included 
regions contribute to the rise in the absolute errors (RMSE/MAE) of 
model reconstruction.

Notably, despite the increase in RMSE and MAE, the correlation co-
efficient of SGD-SST remains as high as 0.991, demonstrating that the 
model can accurately capture the spatial distribution trend of SST even 
in complex environments. This consistency in trend information, cou-
pled with the significant increase in the number of matching points, 
indicates a substantial improvement in spatial coverage. Overall, the 
SGD-SST products are generally consistent with the original SST prod-
ucts in terms of accuracy, ensuring the reliability of the in-situ validation 
method and the availability of the SGD-SST products.

4.1.  Reconstruction results of SGD-SST products

As shown in Fig. 5, this section presents the global daily SST results 
from March 10 to 13, 2020, for both the original SST and SGD-SST prod-
ucts. The left column of Fig. 5 shows the incomplete original SST data, 
while the right column displays the reconstructed SGD-SST results.

From the spatial perspective, the reconstructed SGD-SST products 
in Fig. 5 maintain the spatial consistency between the missing regions 
and the adjacent valid regions. Especially in regions with high and low 
values, such as the western Pacific and the eastern Atlantic Ocean in 
Fig. 5, the reconstructed SGD-SST products maintain contextual con-
tinuity. Even though the original SST data has large areas of missing 
information, the reconstructed data remains consistent without obvious 
boundary effects or anomalies.

From the temporal perspective, although the original continuous 
daily SST results show high similarity and correlation, there are still 
varying degrees of differences and variations between them. The recon-
structed SGD-SST results in the right column of Fig. 5 show that the 
proposed reconstruction model performs well on maintaining consistent 
time-series information, as well as on filling the specific information for 
different dates.

In addition, to illustrate the seasonal differences in global SST, this 
study also presents the reconstructed SGD-SST data for the four seasons 
of 2021, as shown in Fig. 6. By comparing the reconstruction SST results 
across different seasons, the reconstruction model demonstrates fine ac-
curacy and reliability in various oceanic regions during each season. 
This further validates the robustness and applicability of the proposed 
model in addressing global seasonal variations.

4.2.  In-situ validation

The in-situ SST data provided by iQuam could be considered as 
the true values of SST. After applying the site-product spatio-temporal 
matching procedure, it could be used to validate the SST retrieval and 
reconstruction results from remote sensing satellites. The details of the 
site-product spatio-temporal matching could be found in Section 3.2.

Fig. 7 presents the spatio-temporal matching density heatmaps be-
tween the reconstructed SGD-SST products and the in-situ iQuam SST 
data for the four seasons of 2018. The color intensity represents the den-
sity of matchup points. Specifically, the frequency is defined as the num-
ber of matchup points falling within the same temperature bin (i.e., the 
same interval on both axes). To enhance visualization across different 
density regions, the color scale is transformed by applying log10 (actual 
count + 1). The horizontal axis represents the original VIIRS SST and 
the reconstructed SST data in missing regions, while the vertical axis rep-
resents the in-situ iQuam SST data. In Fig. 7, the red dashed line stands 
for the 1:1 line. Ideally, when the two datasets are perfectly consistent, 
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Fig. 5. Original SST and SGD-SST results from March 10 to 13, 2020.

all the points should fall on this line. The closer the points are to this line, 
the more consistent the VIIRS SST is with the iQuam in-situ SST. From 
the statistics in Fig. 7, the average number of matching points reaches 
317,700. The CC value ranges between 0.985 and 0.993, indicating a 
high correlation between the two datasets. It also proves the high relia-
bility of the reconstructed data. The RMSE and BIAS values range from 
0.948 to 1.342 and from -0.132 to 0.023, respectively. These results in-
dicate that the reconstructed SGD-SST products have high accuracy and 
reliability.

In addition, this section also displays the spatio-temporal matching 
scatter plots between the reconstructed SGD-SST products and the in-
situ iQuam SST data for the 12 months of 2023, as shown in Fig. 8. The 
monthly average number of matching points is 97,192, providing a suf-
ficient sample size for reliable statistical analysis. The CC value ranges 
from 0.982 to 0.994. The RMSE and BIAS values range from 0.903 to 

1.296 and from 0.009 to 0.239, respectively. The relatively high RMSE 
value (e.g., 1.265 in June) indicates that the error of reconstructed data 
is slightly larger in that month. June, in summer, is more susceptible 
to the influence of weather systems such as monsoons and typhoons, 
which may lead to greater fluctuations for SST data.

In addition, increased cloud cover could affect satellite observations, 
leading to a larger area of missing data and thus resulting in a poorer 
reconstruction. Overall, although there are some fluctuations in errors 
in several months, the spatio-temporal matching between the recon-
structed SGD-SST data and in-situ SST data is generally high. It indicates 
that the SGD-SST products are reliable in most cases.

As listed in Table 4, this section gives the evaluation indexes such 
as SD, RMSE, MAE, and CC for the SGD-SST products during the pe-
riod from 2013 to 2023. Among them, the reconstruction results for 
2020 and 2017 perform well across multiple indexes, indicating higher
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Fig. 6. Original SST and SGD-SST results for the four seasons of 2021.

reconstruction accuracy and stability for these years. Overall, the closer 
the correlation coefficient is to 1, the higher the consistency between 
the reconstructed SGD-SST data and in-situ SST data.

4.3.  Temporal validation

To further validate the temporal consistency of the SGD-SST prod-
ucts, this subsection selects three different regions for analysis: a 
low-latitude region (1.71◦S, 107.96◦W), a mid-latitude region (34.88◦S, 
116.88◦W), and a high-latitude region (55.71◦S, 62.63◦W). The continu-
ous daily time-series variations for these three different regions are then 
presented as line graphs, as depicted in Fig. 9. The horizontal axis rep-
resents the continuous daily time-series values from Day 1 to Day 365 
during 2023. The vertical axis stands for the SST values. In Fig. 9, the 
blue line represents the original SST values for the valid data, while the 

Table 4 
In-situ validation evaluation indexes of the SGD-
SST products from 2013 to 2023.

Year
 Evaluation index
 SD  RMSE  MAE  CC

 2023  1.074  1.079  0.721  0.990
 2022  1.051  1.066  0.688  0.991
 2021  1.025  1.032  0.680  0.992
 2020  0.996  1.003  0.663  0.992
 2019  1.055  1.065  0.678  0.991
 2018  1.086  1.092  0.681  0.991
 2017  1.020  1.025  0.662  0.992
 2016  1.053  1.055  0.658  0.992
 2015  1.056  1.066  0.681  0.992
 2014  1.047  1.056  0.675  0.992
 2013  1.061  1.068  0.688  0.991
 Average  1.066  1.073  0.685  0.991
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Fig. 7. Spatio-temporal matching scatter plots between the reconstructed SGD-SST products and the in-situ iQuam SST data for the four seasons of 2018.

red line represents the reconstructed SGD-SST values for the missing 
data.

As shown in Fig. 9, the reconstructed SGD-SST results for different 
ocean regions exhibit reliable temporal consistency with the original SST 
data. In the high-latitude region, due to cloud cover and sea ice, there is 
a large amount of missing data, with only 118 available days in the year. 
The SGD-SST products also behave satisfactory temporal consistency, as 
shown in Fig. 9(c). Overall, in regions with minimal missing data, the 
SGD-SST products are able to stably reflect temporal consistency and 
specificity. This temporal validation demonstrates the stability of the 
proposed model, as well as the usability of the SGD-SST products.

4.4.  Compared with interpolation method

For the reconstructed SGD-SST products, the spatial continuity of 
the reconstruction results is also important. To assess the superiority of 
the spatial consistency of the SGD-SST products, this subsection chooses 
the traditional inverse distance weighting (IDW) interpolation method 
as the benchmark (Lu & Wong, 2008). The IDW method estimates miss-
ing values by calculating the distance between the missing pixel and its 
neighboring pixels, assigning higher weights to the closer valid values. 
In other words, this method effectively utilizes the spatial information 
of the SST for interpolation and reconstruction.

As shown in Fig. 10, the interpolation method tends to produce over-
smoothing results, because it ignores the temporal information and does 
not account for areas with large spatial variance. This over-smoothing 
effect may lead to the loss of details, particularly in scenarios with fine 

fluctuations, such as daily SST variations. In addition, in areas where SST 
changes significantly, such as the transition zone from mid-latitudes to 
high latitudes, the IDW method may lead to over-estimated SST. This is 
because the interpolation method may not accurately capture the actual 
temperature gradient in regions with rapid SST variations. In contrast, 
as shown in Fig. 10, SGD-SST products are superior at capturing the 
complex patterns and trends in the data. Therefore, SGD-SST products 
offer higher accuracy, better detail retention and spatial continuity.

As listed in Table 5, during the period from April 1 to 7, 2023, SGD-
SST products demonstrate superior performance compared to the IDW 
method. The SD index of SGD-SST is lower (average of 0.882), and 
the average values of RMSE and MAE indexes are 0.898 and 0.632, 
respectively, both of which are better than the IDW values of 1.676 
and 1.007. It indicates that the SGD-SST products are more stable, with 
smaller errors and higher accuracy. In addition, the R index of SGD-SST 
is 0.992, which is better than the 0.973 of the IDW method, demon-
strating stronger feature learning and variability expression capability 
of the proposed model. Fig. 11 shows the comparison of spatio-temporal 
matching scatter plots at April 2, 2023, between the IDW interpolation 
method and SGD-SST with in-situ iQuam SST data. Clearly, compared 
to the IDW reconstruction results, SGD-SST products are closer to the 
in-situ SST data and behave fewer outliers.

Overall, IDW method relies solely on spatial information for linear 
interpolation, ignoring the temporal information. As a result, it struggles 
to capture the complex patterns in the data. The superiority of proposed 
model lies in its powerful feature extraction and nonlinear modeling 
capabilities. It could automatically learn complex spatial and temporal 

Expert Systems With Applications 293 (2025) 128703 

9 



Q. Wang et al.

Fig. 8. Spatio-temporal matching scatter plots between the reconstructed SGD-SST products and the in-situ iQuam SST data for the 12 months of 2023.
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Fig. 9. Continuous daily time-series variation of the original and reconstructed SST for different regions.

Table 5 
Comparison of in-situ validation evaluation indexes between the IDW interpolation method and SGD-
SST products from April 1 to 7, 2023.
 Index  Method  April 1  April 2  April 3  April 4  April 5  April 6  April 7  Average

SD
 IDW  1.763  1.196  1.291  1.503  2.279  1.908  1.738  1.664
 SGD-SST  0.822  0.865  0.838  0.861  0.987  0.927  0.955  0.882

RMSE
 IDW  1.764  1.207  1.294  1.505  2.285  1.916  1.740  1.676
 SGD-SST  0.837  0.885  0.851  0.864  0.995  0.934  0.978  0.898

MAE
 IDW  0.962  0.811  0.842  0.939  1.276  1.122  1.112  1.007
 SGD-SST  0.587  0.612  0.604  0.622  0.688  0.660  0.728  0.632

CC
 IDW  0.973  0.988  0.980  0.980  0.953  0.965  0.974  0.973
 SGD-SST  0.994  0.993  0.994  0.993  0.991  0.991  0.992  0.992
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Fig. 10. Comparison of reconstructed SST results in April 2, 2023 between IDW and SGD-SST.

Fig. 11. Comparison of spatio-temporal matching scatter plots at April 2, 2023, between the IDW interpolation method and SGD-SST with in-situ iQuam SST data.
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features, and minimize prediction errors by optimizing the loss function. 
This enables SGD-SST products to demonstrate greater flexibility and 
adaptability.

5.  Conclusions

This study addresses the issue of missing information in remote 
sensing satellite-derived global SST data, by developing a deep spatio-
temporal information fusion model. The model generates seamless 
global daily sea surface temperature (SGD-SST) products. Three valida-
tion methods are used to validate the accuracy and advantages of SGD-
SST products: (1) in-situ validation, (2) time-series validation, and (3) a 
comparison with interpolation method. The validation results show that 
the SGD-SST products behave high accuracy, reliability and robustness.

Although the SGD-SST products perform well, there are still some 
shortcomings, especially that the products only use the SST data of a 
single source satellite. In future work, we plan to integrate SST data 
from multi-source satellites into the model, and introduce auxiliary data 
such as sea breeze for reconstruction.
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