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Local Structure Low-Rank Model

Lan Li , Meiping Song , Member, IEEE, Qiang Zhang , Member, IEEE, and Yushuai Dong

Abstract— Hyperspectral images (HSIs) are often disturbed by
various kinds of noises. This article proposes a global variation
and local structure low-rank model (GLLR) for HSI denoising
by integrating spatial segmentation smoothing and spectral
low-rank (LR) properties. Compared with existing denoising
methods, the proposed method considers not only the global
LR property but also the local structure LR property of HSIs.
Specifically, the GLLR describes the global correlation and
segmental smoothing structure of the HSI by the correlated total
variation (CTV). In addition, we construct a new structural LR
prior, called the local minimum difference (LMD) LR. With LMD
LR property of HSI, GLLR can remove noise while retaining
useful structural information in the HSI. Then, an augmented
lagrange multiplier (ALM)-based optimization algorithm is
devised to solve the objective functions for the presented model.
Finally, comparison experiments with existing methods are
conducted on synthetic and real datasets to demonstrate the
effectiveness and superiority of the proposed method.

Index Terms— Alternating iterative optimization, denoise,
hyperspectral image (HSI), local structure, low-rank (LR).

I. INTRODUCTION

THERE are hundreds of spectral bands and rich texture
information in the hyperspectral image (HSI) with wide

applications, such as classification [1], [2], [3], [4], [5], [6]
and the anomaly or target detection [7], [8], [9], to name
a few. Due to sensor tremor, atmospheric interference, and
signal response, HSI inevitably suffers from various types
of noise in the collection process, including Gaussian noise,
salt and pepper noise, stripe noise, and mixed noise [10].
These noises degrade the quality of HSI and bring challenges
to the subsequent analysis and application. For tasks like
land cover change detection, accurate image information is
crucial as it reveals changes in land use and cover [11],
[12], [13]. The denoising operation of remote sensing images
can improve image quality and enhance the visibility of land
transformation features. Thus, it improves the effectiveness
and reliability of land cover change detection. It is seen that
the denoising operation is necessary and beneficial for remote
sensing images.

Numerous denoising methods [14], [15], [16], [17], [18]
have been presented to handle the noise in HSI. Due to the
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unique 1-D spectral domain of HSI, the denoising technique
for HSI has a different requirement from natural image con-
taining only 2-D spatial domain. It is crucial to simultaneously
preserve spectral features and eliminate mixed noise from
various bands. Thus, it leads to distorted or unsatisfactory
denoising results by using 1-D or 2-D denoising methods.
It is noted that the denoising performance can be enhanced
by utilizing the distinctive spatial and spectral correlation
of HSI [19]. Up to now, there are some denoising methods
for HSI with its redundant and complementary information
to eliminate noise [20], [21], [22]. Such as nonlocal spa-
tial self-similarity [23], [24], which considers the similarity
between different pixels and nonlocal patches. Total varia-
tion (TV) [25], [26], effectively preserves the edge features
of HSI. Sparse representation-based methods [27] utilize spec-
tral redundancy, but such methods often fail to fully exploit
the spatial correlations of 3-D data [10]. And low-rank (LR)
model [28], [29], effectively capture the spectral redundancy
of HSI, preserving both the spatial and spectral information
within the data. For HSI, the spectral LR is regarded as
the inherent prior knowledge and is widely used in image
restoration [30]. The LR model proposes in [28] and [29]
can capture the spectral redundancy of HSI to preserve the
spatial and spectral information of data. With GoDec theory,
Zhang et al. [31] proposes an LR matrix recovery (LRMR)-
based denoising method to remove mixed noise in HSI.
Peng et al. [32] propose a reweighted LR matrix restoration
method to improve the quality of image or video. Considering
the local structure and high spectral correlation of the original
HSI, Lu et al. [33] develop a graph-regularized LR model
regarded as an extension of the original LR model. Principal
component analysis proposes in [34], one of the most famous
LR-based method aims to convert the HSI into a set of lin-
early uncorrelated variables via an orthogonal transformation.
This classical method ignores the local smoothness (LS) of
neighborhood pixels in the spatial dimension. Moreover, it is
sensitive to outliers [35].

Since piecewise smooth property of HSI in the spatial
dimension, the TV regularization technique is widely used for
HSI restoration [36] and anomaly detection [37], [38], [39].
In [25], the spectral–spatial adaptive TV (SSTV) is devel-
oped for the HSI denoising by differences between the noise
intensity and spatial information. Chen et al. [40] propose an
HSI denoising model based on the TV regularized bilinear
factorization. The methods presented in [25] and [40] achieved
remarkable results in the field of HSI denoising. However,
they exhibit a negative impact on the pixel values that remain
unaffected by the impulse [35].
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To improve the performance of the HSI denoising,
He et al. [35], [42], Wang et al. [41], and Peng et al. [43]
present the denoising methods combining the LR prior with
the TV regularization. Specifically, He et al. [35] investigate
the LRTV method, which employs the LR model to depict
spectral correlation and the TV model to capture the spatial
local smooth structure. Wang et al. [41] utilize the weighted
nuclear norm and SSTV model to recover the clean HSI.
He et al. [42] propose the rank-constrained LRMR to sep-
arate the LR components from sparse noise, and capture
the global spatial-spectral LS property with SSTV. Recently,
Peng et al. [43] establish a correlated TV (CTV) regular-
ization term to develop a CTV-robust principal component
analysis (RPCA) model, which can separate the joint LR and
LS parts as well as the sparse part.

In recent years, the deep learning (DL)-based technique
has been gradually applied to HSI [44], [45], [46], such
as HSI recovery [47], [48], [49], [50], [51], [52], [53] and
super-resolution [54], [55], [56]. Based on the spatial–spectral
gradient learning strategy, a spatial–spectral gradient network
is presented for mixed noise removal in [51]. Considering the
local and global information of HSI, a deep spatial-spectral
global reasoning network is established for the HSI denoising
in [49]. Maffei et al. [45] proposes a single denoising con-
volutional neural network (CNN) model for HSI denoising.
A model-guided interpretable network for the HSI denoising
is presented by utilizing spatial and spectral information [50].
Utilizing the spatial-spectral deep CNN, Yuan et al. [52]
devise a DL-based HSI denoising method to learn the mapping
between noise and original HSI.

Existing global LR and TV models focus mostly on the
overall properties of HSI and ignore the local structural
features disrupted by noise. The local features are critical
to preserving spatial details and handling mixed noise since
they can reveal texture characteristics in different regions.
In order to achieve both global and local structure recovery,
this article develops an HSI restoration method based on
global variation and local structural LR properties. The pro-
posed method incorporates the prior knowledge of noise HSI
and introduces the local structural information into a unified
HSI denoising framework, which can capture local details to
improve the restoration performance for noise-disrupted HSI.
To fully demonstrate the effectiveness and superiority of the
proposed method in handling mixed noise, this article conducts
and analyzes comparative experiments on multiple sets of
simulated and real data containing mixed noise scenarios.
The main contributions of this article are summarized as
follows.

1) This article establishes a unified HSI denoising frame-
work based on a comprehensive modeling strategy. The
established framework takes into account the global vari-
ation and local structural LR properties, which enables
better restoration of clean signals under mixed noise
scenarios.

2) A local structural feature of an HSI is defined and
constructed as a Casorati matrix. With the aid of its LR
property, the Casorati matrix is capable of representing
the local structural features of HSI.

3) Extensive comparative and ablation experiments under
multiple degradation scenarios are implemented to
validate the effectiveness and robustness of the proposed
method for denoising tasks of HSI subject to different
types of mixed noise.

The rest parts are arranged as follows. Section II intro-
duces the problem formulation and related method. Section III
derives the proposed global variation and local structure LR
model (GLLR). Section IV conducts and analyzes compar-
ative experiments on synthetic and real datasets. Section V
concludes this article.

II. PROBLEM FORMULATION AND RELATED METHOD

A. Problem Formulation

Since the acquired HSI is disturbed by mixed noise, its
degradation formula can be described as

Y = X + N + S (1)

where Y is the noisy HSI. X represents the desired clean HSI.
N and S denote the random additive noise and the sparse error,
respectively. The size of Y, X, N, and S is hw × b with h, w,
and b being the spatial and spectral dimensions of the HSI,
respectively. Obviously, it is an ill-posed problem to solve X
using Y from (1).

B. Low Rank Model

Consider integrating the LR and LS priors of HSI into
one regularization term, CTV-RPCA [43] advocates using a
nuclear norm to describe the correlation between gradient
images, and defined CTV regularization. Then the CTV-RPCA
to separate the joint LR and LS part X from the sparse
part S. Similar to the traditional RPCA problem, they describe
the given observation data Y and the unknown LR matrix
(X or ∇X) and sparse error matrix S, with the goal of
recovering X. The optimization problem is stated as follows:

min
X,S

3∑
i=1

∥Hi∥∗ + 3λ1∥S∥1

s.t. Y = X + S
∇i (X) = Hi . (2)

Zhou et al. [57] recovered LR matrices from
high-dimensional data disrupted by small entrywise noise
and gross sparse errors. That is, assuming Y = X + N + S,
where Y, X, S and N are consistent with the previous
description. Similarly, the model for solving this problem can
be written as

min
X,S

∥∇X∥∗ + λ∥S∥1

s.t. ∥Y − X − S∥F ≤ δ (3)

where δ is a constant associated with the random noise N.

III. PROPOSED HSI RESTORATION METHOD

The minimum and |·| operations are regard as mapping
matrices [58], and define as M and as A, respectively.

A. M and A Operator

Note that there are three dimensions involved in the dif-
ference operator, i.e., ∇ = (∇1, ∇2, ∇3)

T , where, ∇1, ∇2
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Fig. 1. Local structural features of the image with noise interfere. (a) Original.
(b) Vertical. (c) Horizontal. (d) Spectral. (e) Noisy. (f) Vertical. (g) Horizontal.
(h) Spectral.

and ∇3 represent the difference in the horizontal, vertical,
and spectral directions, respectively. Therefore, the absolute
operator is also involved 3-D, i.e., A = (A1, A2, A3), which
is given by

A1(x, y) =

{
1, if ∇1 X(x, y) ≥ 0
−1, if ∇1 X(x, y) < 0.

(4)

Similar for A2 and A3. Then,

|∇ X | = A ⊙ ∇ X (5)

where ⊙ denotes a hadamard product, operators A and ∇

should be sparse in vector form of X . In this case, we rewrite A
in diagonal form. Then, |∇X| = A ⊙ ∇X.

The min operator can be substituted with a sparse matrix M
applied to the vectorized form of |∇ X | [59] satisfying

M(x, z) =

{
1, z = arg min = |∇X|(y)

0, otherwise.
(6)

Letting D = M ∗ A ∗ ∇, it yields the local minimum
difference (LMD) operation as

LMD(X) = DX. (7)

B. LMD

This section will define a novel regularization term in detail
and explain its effectiveness. First, Fig. 1 is depicted to show
that the local structural features of the image are destroyed
due to the noise. It means that the LMD values of HSIs are
disturbed by noise. To further clarify the phenomenon, the
LMD is defined as follows:

LMD(X)(p) = min
q∈N (p)

∇Xb(q) (8)

where p and q are pixel positions; LMD(x) denotes an image
patch centered at p; b represents the bth spectral band with
b ∈ {1, . . . , B}.

Next, the structural feature property of HSI is modeled.
As shown in Fig. 2, it is observed that only a few singular
values hold significance when the SVD operator is used to
LMD. It indicates that LMD is an LR structure. It gets that
the rank of the LMD of the original HSI X is smaller than the

Fig. 2. LR prior of the LMD.

rank of the noisy HSI Y. In the presence of noise in the image,
it causes fluctuations or variations in the LMD matrix of the
noisy image. In contrast, the clean image is not affected by
noise. Consequently, it is concluded that the rank of the LMD
matrix of the original HSI X is inevitably lower than that of
the noisy HSI Y. This finding emphasizes the inherent LR
property of LMD and reflects its potential for capturing and
preserving the characteristics of the structure in the denoising
process. Therefore, we can use the nuclear norm to describe
the correlation among these LMD matrices.

Then, it gets

∥LMD(X)∥∗ = ∥MA∇X∥∗ (9)

where MA∇X builds upon ∇X by the structural characteristics
prior of HSI.

Fig. 3 shows how GLLR integrates both two priors to restore
images. Next, we integrate ∥LMD(X)∥∗ into (3) and propose
the following HSI denoising model (10):

min
X,S

∥LMD(X)∥∗ + ∥∇X∥∗ + λ∥S∥1

s.t. ∥Y − X − S∥F ≤ δ. (10)

C. LMD for HSI

To solve optimization model (10) using the augmented
lagrange multiplier (ALM) method, the first step is to trans-
form model (10) into the following equivalent model:

min
X,S,H,J

3∑
i=1

∥Hi∥∗ + 3λ1∥S∥1 +

3∑
i=1

λ2∥Ji∥∗

s.t. ∥Y − X − S∥
2
F ≤ δ

∇i (X) = Hi

Ji = MA∇i (X), i = 1, 2, 3
rank(H) ≤ r1, rank(J) ≤ r2 (11)

where M and A are the minimum and absolute value operators,
respectively.
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Fig. 3. Flowchart of the presented GLLR. ⊗ is the matrix product.

D. Derivation of Model Solving

The expression for the ALM of (11) is given as

min ℓ(X, S, H, J, 0i)

= min
X,S,H,J,0i

3∑
i=1

∥Hi∥∗ + 3λ1∥S∥1 +

3∑
i=1

λ2∥Ji∥∗

+ ⟨0i , ∇i X − Hi ⟩ + ⟨0, Y − X − S⟩

+ ⟨0i , Di X − Ji ⟩ +
µ1

2
∥Y − X − S∥

2
F

+
µ2

2

3∑
i=1

(
∥∇i X − Hi∥

2
F + ∥Di X − Ji∥

2
F

)
s.t. rank(H) ≤ r1, rank(J) ≤ r2 (12)

where λ is the regularization parameter, 0 is the lagrange
multiplier, µ is penalty parameter, and ⟨, ⟩ is the
inner product of two matrices. The optimization prob-
lem in (12) can be solved by the following three
subproblems:

Ht+1
= arg min

H

3∑
i=1

∥Hi∥∗ +
µ2

2

∥∥∥∥∇i X − Hi +
0i

µ2

∥∥∥∥2

F
(13)

St+1
= arg min

S
3λ∥S∥1 +

µ1

2

∥∥∥∥Y − X − S +
07

µ1

∥∥∥∥2

F
(14)

Jt+1
= arg min

J

3∑
i=1

λ2∥Ji∥∗ +
µ2

2

∥∥∥∥Di X − Ji +
0i+3

µ2

∥∥∥∥2

F
.

(15)

Next, the solving steps of each subproblem involving vari-
ables are presented as follows.

1) Calculate H: By fixing other variables in (12), we can
obtain for subproblem H{

Ht+1
i = US1/µ2(6)VT

U6VT
= svd

(
∇i Xt

+ 0t
i

/
µ2, ‘econ’

)
.

(16)

2) Calculate S: The subproblem S related to (14) can
be obtained by utilizing the soft threshold shrinkage
operator [60]

ℜ =


x − δ, if x > δ

x + δ, if x < −δ

0, otherwise.
(17)

Then the solution of subproblem S can be formulated as
follows:

St+1
= S3λ/µ1

(
Y − X(t)

+
07

µ1

)
. (18)

3) Calculate J: The optimization equation for solving the
subproblem J can be solved similar to that of (16){

Jt+1
i = USλ2/µ2(6)VT

U6VT
= svd

(
Di Xt

+ 0t
i+3

/
µ2, ‘econ’

)
.

(19)

4) Calculate X: We can solve X given H and J in the
following manner:

arg min
X

3∑
i=1

(
µ2

2
∥∇i X − Ht+1

i +
0i

µ2
∥

2
F

)

+
µ1

2

∥∥∥∥Y − X − St+1
+

07

µ1

∥∥∥∥2

F

+

3∑
i=1

(
µ2

2

∥∥∥∥Di X − Jt+1
i +

0i+3

µ2

∥∥∥∥2

F

)
. (20)
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To deal with the large size of H, we introduce another
auxiliary variable, where q → X, and (20) can be
represented as

arg min
X

3∑
i=1

(
µ2

2

∥∥∥∥∇i X − Ht+1
i +

0i

µ2

∥∥∥∥2

F

)

+
µ1

2

∥∥∥∥Y−X − St+1
+

07

µ1

∥∥∥∥2

F
+

µ3

2
∥q−X∥

2

+

3∑
i=1

(
µ2

2

∥∥∥∥Di q − Jt+1
i +

0i+1

µ2

∥∥∥∥2

F

)
. (21)

The subproblems related to X and q can be updated
using an alternative approach as follows:

arg min
X

3∑
i=1

(
µ2

2

∥∥∥∥∇i X − Ht+1
i +

0i

µ2

∥∥∥∥2

F

)

+
µ1

2

∥∥∥∥Y − X − St+1
+

07

µ1

∥∥∥∥2

F
+

µ3

2
∥q − X∥

2

(22)

arg min
q

3∑
i=1

(
µ2

2

∥∥∥∥Di q − Jt+1
i +

0i+1

µ2

∥∥∥∥2

F

)
+

µ3

2
∥q − X∥

2. (23)

The problem (22) can be optimized by solving it in the
following manner:[

µ2

3∑
i=1

∇
T
i ∇i + (µ1 + µ3)I

]
X

= ∇
T
i

(
µ2

3∑
i=1

Ht+1
i − 0t+1

i

)
+ µ1

(
Y − St+1)

+ 0t+1
7 + µ3qt (24)

where ∇
T denotes the transpose operator of ∇. By exe-

cuting Fourier transform on both sides of (24), using the
convolution theorem [61], the solution of Xt+1 is given
by the following formula:

Tx = |F(D1)|
2
+ F(D2)|

2
+ |F(D3)|

2

F =

3∑
n=1

F(Dn)
∗
⊙ F

(
fold

(
µ2Ft+1

i − 0t
i

))
Xt+1

= F−1

(
F
(
fold

(
µ1(Y−St+1)+0t

7+µ3qt+1
))

+H
(µ1 + µ3)I + µ2Tx

)
.

(25)

The solution of q-related problem is obtained by

q =
DT

i

(
µ2Jt+1

i − 0i+3
)
+ µ3Xt+1

µ2DT
i Di + µ3I

. (26)

5) Computing Multipliers 0:
0t+1

i = 0t
i + µ

(
∇i Xt+1

− Ht+1
i

)
, i = 1, 2, 3

0t+1
i+3 = 0t

i+3 + µ
(
Di Xt+1

− Jt+1
)
, i = 1, 2, 3

0t+1
7 = 0t

7 + µ
(
Y − Xt+1

− St+1
)
, µ = µρ

(27)

where ρ denotes a constant.

E. Algorithm Description

Algorithm 1 summarizes the main steps of optimizing and
solving the HSI denoising method based on GLLR.

Algorithm 1 GLLR-Based HSI Denoising
Input: Obseverd image Y, ϵ1 = ϵ2 = ϵ3 = 10−6 and
λ1 = 5/

√
hw.

Initialization: S = 0, X = randn(hw, b)
while not converge do

Upadate Ht+1
i by (16)

Upadate Jt+1
i by (19)

Upadate qt+1 by (23)
Upadate Xt+1 by (25)
Upadate St+1 by (18)
Upadate 0t+1

i by (27)
µ = ρµ, t := t + 1
judge the convergence conditions

∥Y − Xt+1
− St+1

∥
2
F/∥Y∥

2
F ≤ ϵ1

∥∇i Xt+1
− Ht+1

i ∥
2
F/∥Y∥

2
F ≤ ϵ2, i = 1, 2, 3

∥Di Xt+1
− Jt+1

i ∥
2
F/∥Y∥

2
F ≤ ϵ3, i = 1, 2, 3

end while
Output: The restoration result X.

IV. EXPERIMENT ANALYSIS

This section introduces the evaluation metrics, experimental
setups, and test data used in the experiment. The comparative
experiments on multiple data are implemented to evaluate
the effectiveness and superiority of the proposed denoising
method.

To thoroughly illustrate the superiority of the presented
GLLR method, the model-based and DL-based denoising
methods are selected as competitors. In detail, the model-based
methods includes LRTV [35], LRMR [35], CTV-RPCA [43],
principal component pursuit (PCP) [62], tensor dictionary
learning (TDL) [63], and non-local meets global (NGMeet)
[64]. The DL-based methods have single denoising CNN
(SdeCNN) [45], global reasoning network (GRN-Net) [49],
and subspace-based multidimensional sparse network (SMDS-
Net) [50]. In order to ensure the fairness of the experiments,
the parameters of all comparison methods are finetuned to
achieve optimal performance based on the default settings of
the code from the author’s website or the range of parameter
settings in the article.

Benchmark Dataset: Herein, two simulation data of HSIs
are employed to demonstrate the effectiveness of the developed
GLLR framework for HSI denoising. The first data are the
Washington D.C. Mall data consisting of 191 bands with the
wavelength from 401 to 2473 nm obtained from the HYDICE
sensor after discarding vapor absorption bands. According
to literature [43], the simulation experiments are performed
using data of size 200 × 200 × 160 [regions in spatially:
(567:766, 40:239)]. The second dataset is the Pavia city
center data acquired by the reflective optics system imaging
spectrometer. Note that the front few bands of the Pavia city
center data contaminants heavy noise and cannot be selected
for comparison references of noise removal experiments.
From [19], we removed the corresponding noise-disturbed
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TABLE I
PERFORMANCE COMPARISON ON W.DC MALL

bands and selected a subimage with a size of 200 × 200 × 85
[regions in spatially: (1:200, 25:224)]. In this section, we set
the following six noise degradation cases.

Evaluation Metrics and Experiment Setup:
1) In Case 1, each band of the HSI is corrupted by

Gaussian noise at different levels, where the vari-
ance of the Gaussian noise is randomly generated
from [0.05–0.1].

2) In Case 2, all bands of two HSIs are corrupted by salt-
and-pepper noise with a proportion of 0.1.

3) In Case 3, Gaussian noise with standard variance 0.1 and
salt-and-pepper noise with proportion 0.1 are simulated
to generate degraded images.

4) In Case 4, the same level of Gaussian noise as in
Case 1 is added, additionally, 40% of the bands are
contaminated by stripe noise.

5) In Case 5, the same level of Gaussian noise as in
Case 1 is applied to simulate a Gaussian noise scenario.
Moreover, salt-and-pepper noise with proportions rang-
ing from [0.05–0.15] is added to both HSIs.

6) In Case 6, the same levels of Gaussian and salt-and-
pepper noise as in Case 3 are simulated and the stripe
noise same as Case 4 are added simultaneously.

The quality of HSI reflects in two aspects, i.e., spatial
quality and spectral quality. Peak signal-to-noise ratio (PSNR)
and structural similarity (SSIM) are usually used to evaluate
the spatial quality of HSI. The larger the values of PSNR
and SSIM, the better the restoration quality of HSI. Erreur
relative global adimensionnelle de synthèse (ERGAS) and
spectral angle mapper (SAM) are utilized to evaluate the
spectral quality of HSI. The smaller the ERGAS and SAM
value, the better the quality of the recovered HSI. Therefore,
PSNR, SSIM, SAM, and ERGAS are employed to evaluate
the experiment results using the proposed GLLR method and
above competitors.

A. Simulation Experiments

Tables I and II list the quantitative evaluation results of
six degradation cases using our method and other compar-
ison methods for Washington D.C. Mall and Pavia City
datasets, respectively. For the convenience of finding, the
best result and the second-best result of each evaluation
metric in Tables I and II are highlighted in bold and under-
lined, respectively. Figs. 4 and 5, respectively, display the
comparative experiment results of synthetic false-color images
of the Washington D.C. Mall under Case 1 and the Pavia
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TABLE II
PERFORMANCE COMPARISON ON PAVIA CITY

City under Case 6. For the Washington D.C. Mall under
Case 1, the corresponding bands of red, green, and blue
are 58, 27, and 17. For the Pavia City under Case 6, the
corresponding bands of red, green, and blue are 75, 50, and 10.
To clearly display the recovery performance, we magnify the
local details of each subfigure in Fig. 4. From Fig. 4, TDL
and SMDS-Net in contrast to other methods are less effective
in removing the complex noise under Case 1. SdeCNN and
GRN-Net display better denoising performance but smooth
out image details. The denoising results using LRMR and
PCP are visually good, but there is still a slight noise
residue. In general, CTV-RPCA, LRTV, NGMeet, and the
proposed method achieve a good balance between denoising
and structure retention. From Table I, it follows that GRN-Net
has weak mining capability for the feature of HSI with
more spectral information. For Cases 1, 3, 5, and 6, the
developed GLLR shows the best performance. In Case 2,
the developed GLLR gets the best value of ERGAS and
the second-best values of PSNR, SSIM, and SAM behind
CTV-RPCA. For Case 4, NGMeet and the proposed method
obtain the best value and the second-best value, respectively.

According to Fig. 5, the proposed GLLR method also shows
excellent performance visually. In Table II, the proposed
method obtains the best metrics under Cases 1, 2, 3, 5, and 6.
NGMeet achieves the highest PSNR under Case 4. It yields
that the presented GLLR is superior in terms of remov-
ing mixed noises. Based on quantitative evaluation results
in Tables I and II, it is concluded that the proposed method
is capable of removing multiple mixed noises and restoring
the structure of HSI. In addition, the proposed LMD term
is an effective compensation strategy because the proposed
GLLR is superior over LRTV and CTV-RPCA according
to Table II.

In addition, the recovery of spectral information is quite
important for HSI denoising. With the Pavia data under
Case 6, Fig. 6 plots the recovery spectral curves using different
methods at the spatial location (178, 174). The clean spectral
curve is also depicted in Fig. 6 to facilitate comparison.
From Fig. 6(a)–(k), it follows that the proposed method has
a superior ability to preserve spectral information in contrast
to other competitors. It again verifies the effectiveness of the
proposed GLLR method.
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Fig. 4. Visual examples of restoration results in Case 1 (false-color: R for band 58, G for band 27, and B for band 17). (a) Original. (b) Noisy. (c) SdeCNN.
(d) SMDS-Net. (e) GRN-Net. (f) TDL. (g) LRMR. (h) LRTV. (i) PCP. (j) NGMeet. (k) CTV-RPCA. (l) Proposed.

Fig. 5. Visual examples of restoration results in Case 6 (false-color: R for band 75, G for band 50, and B for band 10). (a) Original. (b) Noisy. (c) SdeCNN.
(d) SMDS-Net. (e) GRN-Net. (f) TDL. (g) LRMR. (h) LRTV. (i) PCP. (j) NGMeet. (k) CTV-RPCA. (l) Proposed.

Fig. 6. Spectral curves in (178,174) of Pavia in Case 6. (a) Noisy. (b) SdeCNN. (c) SMDS-Net. (d) GRN-Net. (e) TDL. (f) LRMR. (g) LRTV. (h) PCP.
(i) NGMeet. (j) CTV-RPCA. (k) Proposed.

B. Real Data Experiments
To further verify the reliability and compatibility of the

proposed method, our experiments are conducted on two
real-world noisy HSIs, i.e., the Urban data and the Indian

Pines data. The Urban data is an image of size (307 ×

307 × 210) obtained by the Hydice sensor. To subsequently
process and analyze, we selected 188 bands by removing the
water absorption bands from the original data of 210 bands.
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Fig. 7. Visual examples of restoration results on Indian Pines (band 2). (a) Noisy. (b) SdeCNN. (c) SMDS-Net. (d) GRN-Net. (e) TDL. (f) LRMR. (g) PCP.
(h) LRTV. (i) NGMeet. (j) CTV-RPCA. (k) Proposed.

Fig. 8. Visual examples of restoration results on Urban (band 104). (a) Noisy. (b) SdeCNN. (c) SMDS-Net. (d) GRN-Net. (e) TDL. (f) LRMR. (g) PCP.
(h) LRTV. (i) NGMeet. (j) CTV-RPCA. (k) Proposed.

From [10], we use the size (145 × 145 × 206) in the
Indian Pines data captured by the AVIRIS sensor in Indian.
It is noticed that there are significant differences in spa-
tial, and spectral resolutions, practical scenarios, and noise
intensity and types between the Urban data and the Indian
Pine data. In the Urban data, band 104 is disturbed by
mixed noise including random noise and stripe noise. In the
Indian Pines data, band 2 is primarily affected by impulse
noise. Therefore, these bands are chosen for qualitative eval-
uation experiments, and the corresponding results are shown
in Figs. 7 and 8.

1) Indian Pines Dataset: Fig. 7 shows the denoising
results for Indian pines, where impulse noise is predomi-
nantly present in this HSI. It can be seen that all methods
have a denoising effect on noisy bands in different degrees.
However, TDL has observable noise residues, GRN-Net,
LRTV, SMDS-Net, and NGMeet have removed the noise
from the HSI, but smooth the structure to varying degrees.
In addition, SdeCNN has obvious artifacts that lead to data
distortion. Slight residual noise exists in LRMR and PCP.

CTV-RPCA and the proposed method achieve reliable
results.

2) Urban Dataset: Unlike Indian pines, Urban data is cor-
rupted by Gaussian noise and stripe noise. Fig. 8(e) shows that
TDL still has obvious noise. SMDS removes the noise point in
the HSI, but there are residue stripes. The intrinsic structural
features of the HSI have been erased in Fig. 8(b)–(d). As can
be seen from Fig. 8(f)–(k), LRMR, PCP, LRTV, NGmeet,
CTV-RPCA, and GLLR can remove the mixed noise formed
by the real stripe noise and Gaussian noise. Furthermore,
to intuitively analyze the details of the recovery results by
different methods, we have enlarged the local. The restoration
results of LRMR, NGMeet, and CTV-RPCA have a loss of
details. In contrast, PCP, LRTV, and GLLR effectively remove
impulse noise and are equally outstanding in spatial texture
preservation.

The recovery results of two real-scene HSIs with different
resolutions, spatial distribution structures, and noises illustrate
the reliability of the proposed GLLR in mixed noise removal,
to some extent.
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Fig. 9. HSI classification results for Indian Pines data before and after HSI denoising. The first eight bands with the lowest information entropy of Indian Pines.
(a) Ground truth. (b) Noisy. (c) SdeCNN. (d) SMDS-Net. (e) GRN-Net. (f) TDL. (g) LRMR. (h) PCP. (i) LRTV. (j) NGMeet. (k) CTV-RPCA. (l) proposed.

TABLE III
CLASSIFICATION ACCURACY FOR THE FIRST EIGHT BANDS WITH LOWEST INFORMATION ENTROPY OF INDIAN PINES

C. Classification Results

To further analyze the performance of the proposed
denoising method, the classification results with and without
denoising are provided in this part. The support vector
machine (SVM) is utilized to classify all recovery results
of Indian Pines in the same environments, and overall accu-
racy (OA) and Kappa coefficient are used as evaluation metrics
to quantitatively evaluate the classification. We selected the
front eight bands with the lowest information entropy and
randomly sampled 30% of the training samples. In Fig. 9,
16 land-cover classes are used to validate the classification
accuracy. Fig. 9(b) and (c)–(l) give the classification results
with and without denoising, respectively. Furthermore, the
quantitative evaluation results of the classification are pre-
sented in Table III. It can be observed that almost all OA
and Kappa coefficients of HSIs by denoising have been
improved in contrast to the original noisy HSI. It indicates
that the denoising process of HSIs is effective and significant.
From Table III, the proposed GLLR method obtains the highest
OA and Kappa coefficient, which reflects the superiority of the
proposed HSI denoising method.

D. Discussion

Section IV-A and IV-B have provided the results of simu-
lation and real data experiments. In this section, we further
analyzed the impact of the variations of parameters λ1 and
λ2 on HSI denoising results. The parameter r1 can be estimated
in two ways [19]: the Hysime [65] method and the observation
method. The optimal value of desired rank becomes small
as the noise level increases. The parameter r2 is usually
adjusted in a manual way. Various values of parameters

Fig. 10. Sensitivity analysis of parameter λ1 (c from 1 to 20 with
λ1 = c(M N )1/2). (a) Change in the MPSNR value. (b) Change in the MSSIM
value.

λ1 and λ2 are employed to test the proposed denoising
method.

1) Sensitivity Analysis of Parameter λ1: λ1 is the regular-
ization parameter affecting the denoising performance of HSI.
The value of λ1 can be changed by λ1 = c/(M N )1/2 where
c comes from the set {1, 2, 3, 4, 5, 6, 8, 10, 13, 20}. Fig. 10
depicts the curves of MPSNR and MSSIM using the GLLR
solver. It gets that MPSNR and MSSIM values are relatively
stable as c changes from 3 to 20. Therefore, c is set as a fixed
value c = 5 to ensure acceptable denoising results.

2) Sensitivity Analysis of Parameter λ2: The value of λ2 is
selected from the set {0.0001, 0.0004, 0.001, 0.004, 0.007,
0.01, 0.02, 0.03}. In Fig. 11, the variations in MPSNR and
MSSIM values are given with respect to different values of the
parameter λ2 using the GLLR solver. From Fig. 11, it yields
that the proposed method achieves the optimal MPSNR value
when λ2 ≈ 0.02.

In this article, the parameter selection of experiments
on unknown real data employs the principle based on the
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Fig. 11. Sensitivity analysis of parameter λ2. (a) Change in the MPSNR
value. (b) Change in the MSSIM value.

TABLE IV
ABLATION EXPERIMENT

above-mentioned analysis results. Herein, it takes the param-
eter c as an example for illustration. According to Fig. 10,
the values of MPSNR and MSSIM remain relatively stable
for c ∈ [3, 20]. Therefore, c is selected to 5 for real data to
ensure an acceptable result. Then, the parameter λ1 can be set
by λ1 = c/(M N )1/2. Similar to λ1, the selections of λ2 and
rank can also be determined from Fig. 11 under the same
principle.

3) Ablation Experiment: In this article, the proposed GLLR
method integrates the local structural LR prior with the global
TV LR prior. To demonstrate the significance of the proposed
LMD, this part conducts an ablation experiment with and
without the LMD term in the simulation experiment (Pavia
data, Case 5). Thus, the following objective function (28)
is formulated and solved using an iterative optimization
algorithm based on the ALM technique:

min
X,S,H,J

3∑
i=1

∥Hi∥∗ + 3λ1∥S∥1

s.t. ∥Y − X − S∥
2
F ≤ δ

∇i (X) = Hi

rank(H) ≤ r1. (28)

The results of designed ablation experiment are listed
in Table IV, where “Without LMD” represents the method
with only the CTV regularization term and the same solution
method as the proposed method is used. “CTV” refers to the
correlation TV model based on the RPCA model proposed
in [43]. From Table IV, the resulting results affirm the effec-
tiveness of the proposed LMD regularization term.

E. Convergence Analysis

In this section, two cases, Case 5 and Case 6 of Pavia
City, are provided to demonstrate the numerical convergence
of the proposed algorithm. Fig. 12 plots the curves of the
average PSNR and SSIM for Case 5 and Case 6 with respect

Fig. 12. Average PSNR and SSIM value curves in terms of the iteration
number of GLLR solver.

to the iteration count of the developed GLLR solver. The
average PSNR and SSIM values converge to steady values as
the number of iterations increases. It verifies the convergence
of the designed iterative optimization strategy to solve the
GLLR model.

V. CONCLUSION

In this article, a novel structural LR prior is presented for
HSI by the structural characteristics. Then we proposed a
double LR HSI denoising method by integrating the spatial
local smoothing prior. The proposed framework considers
both the global LR prior and the local structural LR prior
of HSIs. Moreover, via integrating spatial local smoothing,
it can retain useful structural information while removing noise
in HSIs. The experimental results indicate that the developed
GLLR has reliable denoising effectiveness. Nevertheless, there
is still limitation of our method, which needs additional
considerations for reducing computational costs for possible
real-time processing. To address this issue, we have considered
several potential strategies to reduce the time cost, such as
reducing the number of iterations, the GPU acceleration, and
the algorithm simplification. These strategies will be validated
in our subsequent work. Furthermore, we believe that the
proposed prior has the potential to be extended to joint
denoising and subsequent tasks, such as classification and
object detection, to ensure that denoising operations optimally
serve classification/detection tasks.
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